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[bookmark: _Toc462478989]Abstract of the contribution: This contribution evaluates the solutions to KI#1 and proposes the set of Enablers that should be added to 5GC for AS Discovery based on that evaluation.
1	Introduction
This contribution evaluates the solutions in the TR and other submitted pCRs for EAS Discovery. It proposes to solve KI#1 using DNS based mechanisms. It identifies the set of Enablers that should be added to 5GC based on evaluation of the different solutions. Intention is to address as many scenarios as possible.
[bookmark: _Hlk41032025]2	Discussion
This contribution includes the evaluation of the TR solutions for KI#1 and proposes the Enablers that should be added to 5GC to solve KI#1 using DNS Discovery mechanisms. This proposal considers the DNS based solutions already in the 3GPP TR 23.748 V0.3.0 and in other submitted pCRs. Combination of these enablers and those already in Rel-16 TS compose solutions that support required use cases.
The 5GC solutions built on the proposed enablers follow these principles:
-	Support the different EAS and application deployment described in KI#1 (e.g. the EAS and/or the App may be owned/operated by the MNO or by a third party);
-	Assume no impact on the Application itself; and
-	Are transparent to the UE: the UE issues DNS requests targeting the FQDN of the Application and receives the corresponding IP addressing information; The UE neither needs to know whether the Application is to be reached "locally" or "centrally" (and does not need to know pure network aspects such as DNAI) nor needs to know EAS and/ or Application ownership aspects (e.g. the EAS is owned by the MNO or by a third party);
5GC leverages that Many Authoritative (DNS) Name servers today return different responses based on the perceived topological location of the user. They determine the address to return to the DNS client based on
-	IP addressing information about the client: this may correspond to the source IP address of the DNS request or to the edns-client-subnet (ECS) EDNS0 option described in RFC 7871 [7] "Client Subnet in DNS Queries" [X], and
-	topological information about the different (e.g. EAS) servers that provide the service identified by the FQDN (or shorter domain) targeted by the DNS request.
Authoritative (DNS) Nameserver may be operated by a 3rd party (so an entity distinct from the MNO) who for the target domain of a DNS request may also operate the corresponding different (e.g. EAS) servers. Two scenarios are assumed as possible:
· The Authoritative DNS is isolated in the Edge DN, and only reachable via a local resolver
· The Authoritative DNS is reachable from outside the Edge DN 
Following DNS Deployments are assumed as possible
· Distributed DNS infrastructure. DNS Resolver is Local to the Edge PSA. The source IP address of the DNS query sent to the Authoritative (DNS) shows the topological location of the user 
· Central DNS, where DNS Resolver is far from the Edge PSA. The source IP address of the DNS query sent to the Authoritative (DNS) does not show the topological location of the user, and the ECS option needs to be added.
In addition, it is also assumed that DNS system is currently undergoing a significant evolution. DNS traffic between the UE and the DNS resolver in the network may be encrypted and solutions should not require visibility of unencrypted DNS in that path e.g. in UPF or in any other DNS transparent middleboxes. 
Solutions per Connectivity Mode
Single PDU Session with Distributed anchor:
Solution #2, Solution #4 and Solution #5 in the TR and several pCRs submitted to this SA2 meeting (e.g. S2-2003588), last SA2 meeting and last Conference Call address this connectivity mode.
They describe that the Discovery of an AS which is close to the PSA can be achieved with state of the art DNS deployments and functionality. The DNS Resolver could be the MNO’s or a 3p. Either the DNS Query source IP or an ECS header show the topological location of the user to the authoritative DNS. Classic DNS, DoT and DoH could be used.
Solution #4 presents in a very structured way the alternatives for the Authoritative DNS to get the user topological location from 5GC. All but manipulation of the DNS in the path to the DNS Resolver (in UPF or collocated forwarder) are available in R’16 and can be applied. Assumption should be that the manipulation of the DNS is only possible by the DNS Resolver. 
Solution #5 proposes 5GC to assist with network metrics that the AF can use to provision the authoritative DNS, so it can provide better responses. Our proposal is not standardize this in 3GPP. There are a variety of mechanisms available already today (e.g. BGP routing cost) for server selection, but what is best for each case depends on the specific scenario and the underlying technologies deployed.
The proposal is not to add new EC enablers or include enhancements due to this KI#1 for this connectivity mode. 
Multiple PDU Sessions
Solution #1, Solution #4, Solution #5 and Solution #7 in the TR, and a number of pCRs submitted to last SA2 meeting and last Conference Call address this connectivity mode.
They describe that the Discovery of AS which is close to the PSA of each PDU Session can be achieved with state of the art DNS deployments and functionality. The DNS Resolver for each PDU Session could be the MNO’s or a 3p. Either the DNS Query source IP or an ECS header show the topological location of the user. Classic DNS, DoT and DoH could be used.
Solution #4 lists the alternatives for the Authoritative DNS to get the user topological location from 5GC. All but manipulation of the DNS in UPF (or collocated DNS forwarder) are available in R’16. DNS manipulation and full visibility should be assumed to be only possible in the DNS Resolver. 
In this scenario, by matching the application layer service requests with the destination addresses in the URSP Traffic descriptors, the UE determines the corresponding PDU session and whether a new PDU Session is needed and with which parameters. The DNS Queries of the application need to go on that same PDU session. The Traffic Descriptors in the URSPs need to include the Application FQDN. 
In the 5GC side, different DNNs could be used to manage the different levels of PSA distribution that are needed by the different sessions to a DN at Session Establishment. 
Solution #1 identifies the need to evaluate FQDN in URSPs to steer DNS traffic. As described, the URSP rules could be locally configured in the UE or provisioned by UE Configuration Update Procedure according to TS 23.502 [3]. Solution#|1 proposes to extend the API for AF Influence on Routing to provide input to URSPs. The information is then stored in the UDR and used by PCF to determine the URSPs (including the FQDNs)). Using Nnef_serviceParameter API for that instead could be a better option and it should be considered as well. 
Solution#7 proposes that the AMF selects the SMF of the PDU Session considering the DNAI(s) requested by AF. The NRF profiles of the candidate SMFs are extended with the supported DNAI list. The AMF selects an SMF which supports the DNAI(s) requested by the AF considering also any UE location conditions. No special DNS handling is proposed as the DNS Resolver can be selected for the session. However, there are some unclarities in this solution, like for example, how AMF determines which DNAIs are relevant for the session. It addresses ETSUN scenarios as well, for that reason, these extensions might be better discussed under KI#5.
The proposal is to specify the URSP Rules to also control the steering of the DNS traffic into PDU Sessions. In addition, the exposure APIs can be extended to provide additional input to the URSP rules as a complement to preconfigured information. The specific message to use for this purpose is FFS. 
Single PDU Session with LBO 
In a single PDU Session with LBO, there is selective steering of PDU Session traffic to the Local N6 access to the DN. Parts of Solution #2, solution #4, and solution #7 so as updates on these ones and pCRs submitted to last SA2 meeting and last Conference Call address this connectivity mode. They propose steering DNS traffic to the local N6 access to the DN (all the DNS traffic or a selection, depending on destination or FQDN). 
Solution #4 lists the alternatives for the Authoritative DNS to get the user topological location from 5GC. In this connectivity mode, solution #4 refers to the UPF acting as UL CL. All but manipulation of the DNS in UPF (or collocated forwarder) are available in R’16. and should be assumed possible.
When all the DNS traffic of a PDU Session is broken out locally, the AS selection for all applications could be tuned to that local PSA, without any application differentiation, and even if the application traffic is to be steered to the Central DN. 
To have selective steering of DNS traffic to the local N6 access depending on the application, only the DNS 5-tuple can be used by the steering (solutions cannot assume DNS parameters visibility in the UPF or other middlebox). Alternatives for that are: 
· Either, the PDU Session DNS Resolver redirects the DNQ Query to a Local DNS Resolver for certain application, or
· A DNS Resolver is configured per application (e.g. with DoH). 
UPF is provisioned rules to steer to the local N6 access to the DN the DNS Traffic addressed to the Local DNS Resolver. For the Local DNS Resolver an Anycast IP address could be used. In addition, UPF is provisioned rules to also steer the Traffic of these Edge Applications to the local N6 access. To provision those rules, information is needed in the 5GC from the application provider. That requires an SLA and may use exposure APIs like AF influence on routing, or PFD Management. 
Solution#7 proposes extensions to consider AF provided DNAI information for I-SMF/SMF selection. However, there are some unclarities in this solution, like for example, how AMF determines which DNAIs are relevant for the session. It addresses ETSUN scenarios as well, for that reason, these extensions might be better discussed under KI#5.
The proposal is not to add new EC enablers or include enhancements for the KI#1 for this connectivity mode. 
Dynamic re-anchoring or Insertion of a PSA 
DNS Discovery and Connectivity Coordination with LDNSR
Dynamic re-anchoring or Insertion of a PSA have been addressed by Solution #3, and Solution #6 in the TR and a number of pCRs submitted to last SA2 meeting and last Conference Call.
An enhanced DNS Forwarder referred to as “LDNSR” coordinates Edge AS Discovery using DNS and 5GC connectivity. LDNSR facilitates that it is possible to select an Edge AS for a potential PSA that can be closer to the edge than current application PSA and it dynamically triggers establishment of that new PSA for the application.
This Functionality is covered by several of the proposed solutions: by Solution #3 (Ericsson) as “DNS AF”, by Solution #6 (Huawei) in a new SMF function and by Sol Z S2-2000522 (Motorola) as “ARF”. In addition, parts of it are also covered along S2-2000598, S2-2000594, S2-2000597 and enhancements (China Telecom) by SMF/UPF. Sol Y S2-19xxxxx_enh_EC_DNS_v3 (NTT DoCoMo) seems to assume such functionality too and proposes enhancements for the isolated Edge DN scenario. For this case, using DNS Redirect instead is simpler and preferred.
LDNSR is the DNS resolver for the PDU Session. When an application decides its own DNS Resolver (e.g. in a DoH client), LDNSR is to be set as the DNS Resolver for the applications for which this dynamicity is desired.
LDNSR is provisioned with the FQDNs of the EC Applications that require this coordination. 
The LDNSR receives the DNS queries for those EC FQDNs. The following procedures are supported in LDNSR:
A. The DNS Query is sent for resolution after adding an ECS that points to the candidate Edge PSA(s) for that FQDN and user location. 
· Any Connectivity update is based on the DNS Response. ULCL is inserted according to the Edge AS selected. ULCL is provisioned to steer to the local N6 access the Application Traffic.
B. DNS Query is Forwarded to a Local DNS that is close to the candidate Edge PSA for that FQDN and user location. 
· Any Connectivity update is based on the DNS Response. ULCL is inserted according to the Edge AS selected. ULCL is provisioned to steer to the local N6 access the Application Traffic.
C. Connectivity is modified triggered by the FQDN in the DNS Query. A PSA is selected closer to the edge and set using ULCL insertion. The DNS Query is redirected to a Local DNS resolver after the ULCL is provisioned. It should steer to the local N6 access the Application Traffic and he DNS Traffic sent to the Local DNS Resolver (based on DA). An Anycast IP address could be used for the Local DNS Resolver.
D. The connectivity is modified triggered by the FQDN in the DNS Query. A PSA is selected closer to the edge and the PDU Session is re-anchored there. Once the Re-anchoring is ready, the DNS is rejected. DNS resolution over the new session shouldn’t be sent to LDNSR unless a more granular PSA could be selected.
Different procedures may be configured to apply to each FQDN. For FQDNs that are resolved in isolated Authoritative DNSs (Authoritative DNS is only reachable from within the Edge DN) only the procedures C or D can be applied.
To support these procedures, for each EC FQDN, the following may need to be provisioned in LDNSR as well: 
· The addresses of the Application Servers in each AS site. That is used to provision the traffic steering when an ULCL is inserted (required for A, B and C above).
· The address of the Local DNS Resolver for each N6 access to the DN. That is required for procedure B and C (for C anycast could be used).
To support these procedures, the LDNSR is provisioned with topology information of the available Edge PSAs at each location.
The LDNSR has knowledge of the PDU session PSAs. This information influences the selection of the candidate Edge PSA(s) in the procedures described above. When there is already a local ULCL/PSA in the path, the connectivity update in A, B, or C may only consist of updating the traffic steering for an application. 
NOTE: In addition, for each FQDN, there could be other conditions defined for the applicability of these procedures (e.g. location) and additional information for the selection of the candidate PSA(s), preconfigured or received via AF Influence on Routing (as mentioned in Solution #6).
For DNS queries for which FQDNs are not provisioned, the LDNSR simply sends the DNS forward for resolution. It takes no further action. This may also be the case if for a provisioned FQDN none of the procedures applies e.g. due to location conditions. 
LDNSR and the Connectivity Modes:
· For Single PDU Session with Dynamic anchor Distribution, LDNSR needs to be set as the DNS Resolver, as long as one Application could need a PSA further in the network (procedure D). Otherwise, LDNSR is not needed (see Single PDU Session with Distributed anchor).
· For Single PDU Session with Dynamic LBO, LDNSR needs to be set as the DNS Resolver. LDNSR is deployed at the Central DN before (an optional) NAT.	
LDNSR Placement in the Network
The TR solutions mentioned and related pCRs propose a variety of placements for this function: entirely in SMF, in SMF/UPF or as a new NF on N6. A brief description follows:
· In SMF/UPF:
· LDNSR is Entirely in SMF (Solution #6).: UPF forwards to SMF the DNS query/response. SMF is the receiver (i.e. the DNS resolver) of these messages sent over N4. 
· LDNSR is split btw SMF and UPF (China Telecom pCRs): UPF acts as DNS Resolver. It gets instructions from SMF on how to handle the DNS messages. SMF takes the decisions for DNS based on DNS reporting from UPF, pre-provisioned information, user location and other session information. SMF instructs UPF on how to handle the DNS messages and acts on the connectivity.
· As a new NF in the N6-LAN (Solution #3“DNS AF” or Sol Z S2-2000522 (Motorola) “ARF”): 
· LDNSR is deployed after the central PSA and acts as an internal AF. By means of existing procedures it interacts with PCF to retrieve the user location when needed, requests connectivity updates for the session and application for the selected Edge PSA and acts on the DNS. Some minor updates to the procedures may be needed. It is deployed before (an optional) NAT.
Some solutions consider that the LDNSR could also be placed in the DN. For example, this could be needed if the DNS Resolver selected by the client is a 3p since only the DNS Resolver can support the LDNSR functionality. In this case, the solution is similar to the New NF solution option described above with some differences: an SLA is needed with the LDNSR provider and depending on the level of Trust, the LDNSR interaction might be via NEF. But, in this case, the LDNSR is placed after (an optional) NAT how the User and the PDU session are identified needs to be solved. 
3	Proposal
The proposal is to include the LDNSR as described above as a new enabler in the 5GC to support these use cases. The proposal is to place the LDNSR in SMF/UPF. This deployment has the following advantages:
· LDNSR has full access to the PDU Session information. It can take smarter decisions and adapt better to dynamic changes. All the SMF Configuration related to topology of UPFs and N6 accesses to the DNs can be reused.
· A bit lesser number of signals are needed, procedures are simpler and DNS resolution is possible with slight less latency.
· Input via API for AF influence on routing can be more easily considered. 

FFS: The details of the landing of LDNSR in SMF/UPF and the specific mechanisms for the interaction SMF-UPF.
FFS: Whether any updates are needed if any of the procedures e.g. to add EC specific policies to control this functionality and whether any updates are needed in the AF Influence on Routing API.
FFS: The LDNSR placement in the DN and the enhancements needed on existing exposure interfaces for that scenario.
************* Start Changes *************
7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.
All the solutions in the TR 23.748 v.0.3.0 leverage DNS mechanisms for AS Discovery. Solutions #1, #2, #3, #4, #5, #6 and #7 have in common that they follow these principles:
-	Support the different EAS and application deployment described in KI#1 (e.g. the EAS and/or the App may be owned/operated by the MNO or by a third party);
-	Assume no impact on the Application itself; and
-	Are transparent to the UE: the UE issues DNS requests targeting the FQDN of the Application and receives the corresponding IP addressing information; The UE neither needs to know whether the Application is to be reached "locally" or "centrally" (and does not need to know pure network aspects such as DNAI) nor needs to know EAS and/ or Application ownership aspects (e.g. the EAS is owned by the MNO or by a third party);
These solutions leverage state of the art DNS deployments and functionality to achieve Discovery of an AS which is close to the PSA. Considering current DNS trends, 3GPP needs to offer solutions that do not require visibility of unencrypted DNS in the path between the DNS client to the DNS Resolver e.g. in UPF or other DNS transparent middleboxes. 
Solution #4 presents in a very structured way the different alternatives in 5GC to manage the DNS queries so that Authoritative DNS gets the user topological location. This way DNS can be used for Discovery of an AS which is close to the PSA. All the alternatives but manipulation of the DNS in UPF (or collocated DNS forwarder) are available in R’16 and can be deployed. Only the DNS Resolver have full visibility of the DNS and can manipulate it.
Evaluation of DNS Based AS Discovery follows for the connectivity modes in chapter 4.2. Some solutions address Dynamic re-anchoring or Insertion of a PSA (at least solutions #3 and #6 in the TR). Those have also been evaluated:
For a single PDU Session with distributed anchor:
No new EC enablers are needed for this connectivity mode. The DNS Resolver could be the MNO’s or a 3p. Either the DNS Query source IP or an ECS header show the topological location of the user to the authoritative DNS. Classic DNS, DoT and DoH could be used. 
For multiple PDU Session 
In this scenario, by matching the application layer service requests with the destination addresses in the URSP Traffic descriptors, the UE determines the corresponding PDU session and whether a new PDU Session is needed and with which parameters. The DNS Queries of the application need to go on that same PDU session. The Traffic Descriptors in the URSPs need to include the Application FQDN. 
In the 5GC side, different DNNs could be used to manage, at Session Establishment, the different levels of PSA distribution that are needed by the different sessions to a DN. 
The proposal is to enhance 5GC with the solution #1 proposals: 
· Define the URSP Rules to also control the steering of the DNS traffic into PDU Sessions. 
· Extend the exposure APIs to provide additional input to the URSP rules as a complement to preconfigured information. Which specific message should be used is FFS. 
The DNS Resolver could be the MNO’s or a 3p. Either the DNS Query source IP or an ECS header show the topological location of the user to the authoritative DNS. Classic DNS, DoT and DoH could be used. 
For Single PDU Session with LBO:
No new EC enablers are needed for this connectivity mode.
In a single PDU Session with LBO, there is selective steering of PDU Session traffic to the Local N6 access to the DN. DNS traffic needs to be broken out selectively as well: if all the DNS for the PDU Session is broken out locally, all AS selection could be tuned to that local PSA, with no application differentiation. 
[bookmark: _GoBack]Selective (per application) steering of DNS traffic to the local N6 access needs to be based on the DNS 5-tuple (no visibility of DNS parameters can be assumed in the UPF). Solutions to that could be:
· The PDU Session DNS Resolver redirects the DNS Query to a Local DNS Resolver for certain application, or
· A DNS Resolver is configured per application (e.g. with DoH). 
The DNS Resolver could be the MNO’s or a 3p. Either the DNS Query source IP or an ECS header show the topological location of the user to the authoritative DNS. Classic DNS, DoT and DoH could be used.
Dynamic re-anchoring or Insertion of a PSA 
These uses cases are addressed by solution#3 and solution #6. They propose an enhanced DNS Forwarder referred to here as “LDNSR” that coordinates Edge AS Discovery using DNS and 5GC connectivity. LDNSR facilitates that it is possible to select an Edge AS for a potential PSA that can be closer to the edge than current application PSA and it dynamically triggers establishment of that new PSA for the application. 
LDNSR is the DNS resolver for the PDU Session. When an application decides its own DNS Resolver (e.g. in a DoH client), LDNSR is to be set as the DNS Resolver for the applications for which this dynamicity is desired.
The LDNSR is placed in the SMF/UPF. 
FFS: the actual landing of LDNSR in SMF/UPF: whether that is entirely contained in SMF, and SMF and UPF interact using DNS forwarding over N4, or whether LDNSR is split between SMF and UPF and they interact using N4 PFCP session related procedures (enhancements may be needed).
LDNSR is provisioned with the FQDNs of the EC Applications that require this coordination. 
The LDNSR receives the DNS queries for those EC FQDNs. The following procedures are supported in LDNSR:
A. The DNS Query is sent for resolution after adding an ECS that points to the candidate Edge PSA(s) for that FQDN and user location. 
a. Any Connectivity update is based on the DNS Response. ULCL is inserted according to the Edge AS selected. ULCL is provisioned to steer to the local N6 access the Application Traffic.
B. DNS Query is Forwarded to a Local DNS that is close to the candidate Edge PSA for that FQDN and user location. 
a. Any Connectivity update is based on the DNS Response. ULCL is inserted according to the Edge AS selected. ULCL is provisioned to steer to the local N6 access the Application Traffic.
C. Connectivity is modified triggered by the FQDN in the DNS Query. A PSA is selected closer to the edge and set using ULCL insertion. DNS Query is redirected to a Local DNS resolver after the ULCL is provisioned to do steering to the local N6 accesses for the Application Traffic and for the DNS Traffic sent to the Local DNS Resolver (on DA). An Anycast IP address could be used for the Local DNS Resolver.
D. The connectivity is modified triggered by the FQDN in the DNS Query. A PSA is selected closer to the edge and the PDU Session is re-anchored there. Once the Re-anchoring is ready, the DNS is rejected. DNS resolution over the new session shouldn’t be sent to LDNSR unless a more granular PSA could be selected.
Different procedures may be configured to apply to each FQDN. For FQDNs that are resolved in isolated Authoritative DNSs (Authoritative DNS is only reachable from within the Edge DN) ONLY the procedures C or D can be applied.
To support these procedures, for each EC FQDN, the following may need to be provisioned in LDNSR as well: 
· The addresses of the Application Servers in each N6 access to the DN. That is used to provision the traffic steering when an ULCL is inserted (required for A, B and C above)
· The address of the Local DNS Resolver for each N6 access to the DN. That is required for procedure B and C (unless anycast is used).
To support these procedures, the LDNSR is provisioned with topology information of the available Edge PSAs at each location.
The LDNSR has knowledge of the PDU session PSAs. This information influences the selection of candidate Edge PSA(s) in the procedures described. When there is already a local ULCL/PSA in the path, the connectivity update in A, B, or C may only consist of updating the traffic for an application. 
NOTE: In addition, for each FQDN, there could be other conditions defined to the applicability of these procedures (e.g. location) and additional information for the selection of the candidate PSA(s), preconfigured or received via AF Influence on Routing (as mentioned in Solution #6).
For DNS queries for which FQDNs are not provisioned, the LDNSR simply sends the DNS forward for resolution. It takes no further action. This may also be the case for provisioned FQDNs if none of the procedures applies, e.g. due to location conditions. 
For Single PDU Session with Dynamic anchor Distribution, LDNSR needs to be set as the DNS Resolver, as long as one Application could need moving the PSA further in the network (procedure D). Otherwise, LDNSR is not needed (as concluded, no additional functionality is needed for Edge AS selection for Single PDU Session with Distributed anchor connectivity mode).
For single PDU Session with Dynamic LBO, LDNSR needs to be set as the DNS Resolver. LDNSR is deployed at the Central DN before (an optional) NAT
FFS: What updates may be needed if any in the procedures to add EC specific policies to control this functionality or whether any updates are needed in the AF Influence on Routing.
FFS: LDNSR placement in the DN and what are the enhancements needed on existing exposure interfaces for that scenario.

*************** End Changes ***************
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